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I. Introduction 
 

In order to make data visualization not only accessible and relatable but also useful to 

general users, we plan to make a tool that can be entertaining and useful for general users’ daily 

tasks. Thus, we propose a data visualization tool [1] whose primary function is providing keywords 

from the Internet news or articles user is currently looking at. It will help simplify the process of 

rummaging through information presented in the form of text in the Internet. With this tool, users 

can instantly get a summary of the corresponding Internet news or article by identifying their 

significant keywords. 

The most common data format used in information retrieval is term-document matrix. A 

document-term matrix or term-document matrix is a mathematical matrix that describes the 

frequency of terms that occur in a collection of documents. [2] But in our project, we intend to 

extract keywords from a single web page, not topics of keywords from a corpus. As a result, we 

had to start with a constraint where we have to extract keywords within sparse text and without 

using term-document matrix. Our goal was to develop Chrome extension that provides topic or 

keywords to users for convenience and quick understanding of the news or article. Also, we 

evaluated the quality of information retrieval through various experiments and evaluation 

measures.  

 

II. Proposal Recap  
 
So which information can we use for discovering keywords? The most basic is word-count 

data. By calculating the frequency of appearance in the web page, we can estimate its 

significance. [3] 

 

 
 

Fig 2-1. Weighting based on HTML tag 



The second is Meta tag information. Web page is made out of html tags, and they have 

relation to the words surrounded by particular tags. For instance, <TITLE> tag usually contains 

topic of the web page, and it is reasonable to assume that words within it may have keywords 

representative of the web page. Also, <b> tag imposes ‘bold’ style on the words within the tag, 

and since ‘bold’ is used to imply ‘significance’, we can use this as well. Based on these, we can 

apply weighting on words within specific tags and experiment with different weights to find optimal 

weight, albeit under certain conditions. The sketch of this idea can be seen in Fig. 2-1. The values 

in Fig. 2-1, i.e., alpha, beta, gamma, are weights that can be experimented under different 

situations with users to construct application that best extracts keywords.  

The third is distance information from the title. Through the tag analysis we conducted, we 

were able to locate the title of the text. And although other websites may vary to a great extent, 

we found that Wikipedia provides definition of the queried text in the first sentence of the first 

paragraph. As a result, we concluded that it is highly likely that words close to title, i.e., words 

appearing in the first sentence of the first paragraph, are probable candidates of keywords. 

Building on this concept, we may give greater weight to words close to title or in abstract and less 

weight on words distant from title.  

Aside from these, we also thought about a looping approach, where we use the method 

above to select 3 high ranked keywords and use extracted keywords gathered by searching with 

these 3 keywords in Google News as ‘feedback’ information. Additionally, expanding on the 

distance weighting idea above, we also thought about utilizing Ontology based similarity to give 

greater weight to words that are found to have greater similarity in terms of ontology with words 

within the <TITLE> tag. [5]  

Using the methods mentioned above, we need to present the keywords in visually 

impressive manner, because our goal is to allow users to get quick understanding of the content 

in the page. 

  

 
 

Fig 2-2. Chrome based visualizer example 



   
 The image of our application we initially imagined is shown above in Fig. 2-2. While 

maintaining the order of contents, the size and color of each word is shown differently according 

to given weights. The words considered ‘significant’ based on its high weight would have big font 

size and highly vivid color, while words with less ‘significance’ would have small font size and less 

vivid color. Based on this composition, users will be able to discover important keywords very 

quickly.  

 

III. Implementation 
 

 
 

Fig 3-1. Overall architecture 
 
 

 Our k-visualizer application is a chrome extension app that can be easily accessed while 

users are surfing the web. The main mechanism consists of three parts, Web crawler, bag-of-

word generator, and Visualizer. They are implemented by JavaScript, PHP, and HTML, and the 

detailed architecture is shown in the below diagram. 

 

 

a. Web page crawler 
 

 
 

Fig 3-2. Crawling architecture 
 



 First, Chrome plugin uses Javascript to extract text as well as HTML tags in the web page. 

After the plugin crawls all the content within the page, we store HTML tag information and text in 

separate array. 

 
b. Bag-of-word generator 

 

 
 

Fig. 3-3. Bag-of-word generator architecture 
 

 

 Bag-of-word generator makes a word-frequency matrix that has tokenized words of the string 

(crawled string) and its word count. In addition to this, it can give each token customized weight. 

For example, as you can see in Fig. 2.1, the words that consist of title, subtitle, and bold text get 

higher weight (50, 30, 20) than normal text (weight is 1 for normal text). 

 In detail, to explain each component of Bag-of-word generator, we first look at Tokenizer. Its 

input is crawled texts in string format. Tokenizer splits them into word chunks and outputs them in 

array, i.e., “wordcount[word]”. 

 The second component is Weight provider. Among many weighting methods, we use Meta 

tag weighting, because it takes advantage of the fact that we are crawling from the web. [4] The 

detailed mechanism we implemented is as follows. Tokenized word chunk in array is decomposed 

into Title, Subtitle, and Body. After that, each word is given weight of one for one count but 

varying weight depending on which tag it is associated with. 

 Also, weight calculation based on distance from title is possible. That is, we assign more 

weight to words close to title than words further away from title. This may not be true for all web 

sites, but as we confine the usage of our app in Wikipedia, which always provides definition right 

after its title, it was considered reasonable for us to impose this weighting method. This method is 

expressed mathematically as follows: 

Weight on words within ε of <title>, 
 

       
 titlex

  
 

where 
 titlex

 is distance from <title> tag 



 

 The top 3~5 keywords extracted using this method were shown to be highly correlated with 

the given page. To further increase usability, we implemented additional feature called ‘Related 

Google News’. It sends 3 top keywords as query to Google News and then shows the list of 

returned news with related keywords in a new tab. Original idea we wanted to execute was to 

conduct additional crawling of the web sites given by Google News and use that data as a 

feedback to make our Meta tag weighting algorithm more sophisticated and responsive. However, 

we discovered that Google blocks crawling of its own site. As a result, we resorted to simply 

providing related Google News, which fortunately turned out to be very useful.  

 

c. Visualizer 
 

 
 

Fig. 3-4. Visualizer architecture 
 

 All we have left to do is to show to users in a visual manner. As can be seen in Fig. 4.1, 

words with different weights are classified by selector into classes of different font size and color. 

Although diagram shows only 3 classes, we have created 10 different classes for the application. 

Classified words are then given proper tags and then imprinted on the web page. The result of 

using our visualizer is as follows. 

 

 
 

Fig. 3-5. User View 

 



 Now, we can set different options for weighting before visualizing. For instance, we may 

ignore all the Meta tag information and visualize with only word frequency information or add 

weight based on distance from title. Although we show visualized image in the web page, we also 

show users the TF(term-frequency) count result in plugin for further convenience. 

 The question that becomes increasingly important is which weighting method should we use 

for certain sites to get optimal keyword result. We experimented with Wikipedia, New York Times, 

general sites by varying values in weights in order to see under which condition our application 

performs the best. The details of the experiment are as follows.   

 

IV. Evaluation 
 

 
 

Fig. 4-1. Experiment with ‘Information Retrieval’ in Wikipedia 

 

We tested with a page retrieved from Wikipedia by using ‘information retrieval’ as query. For 

this, we prepared term frequency of words within the page, and in order to increase performance, 

used weighting mechanism based on Meta tag information and distance from title. For Meta tag 

based weighting, we imposed additional weights on words associated with <title>, <subtitle>, <b> 

tags. As for distance based weighting, we gave more weights on words less than or equal to 30 

words distant from title. The evaluation of weighting effect is presented below.  

The initial experiment was done using just term frequency. And for Meta tag weighting 

experiment, we used different values, such as ({30,20,15}, {50,20,15}, {30, 12, 10}), on <title>, 

<subtitle>, and <b> tag. Also, we tested with different distance weighting values (3,5). Last but not 

least, we tested using combination of Meta tag weighting and distance weighting, e.g., (({30, 12, 

10}, {5, 3}). Then, we compared the performance of these 7 cases. 

For accurate evaluation of each case, we used Analytic Hierarchy Process (AHP). We put 

each result as a factor and created 7 x 7 matrix. We then observed the relative advantage of row 

factor to column factor. Diagonal area in the below diagram is indicative of that. The area below 

diagonal line is computed as inverse of the area above diagonal, where each element is matched 

in symmetry. Then, we computed Eigen value of each row from this matrix and L1-normalized it to 



get weight. It is important to note that in this case, we essentially evaluate all cases in pairwise 

manner and are able to make more precise evaluation than if we evaluate individually. The result 

of this evaluation is shown below (Consistency index value was 0.0048 < 0.1 and thus shown to 

have consistency). 

  

 
 

Fig. 4-2. Analytic Hierarchy Process 

 
 Table (1) above shows that factor7 which took Meta tag and distance weighting into 

consideration has the highest weight. That is, factor7 has received the best evaluation. Also, we 

can see that factor4 performs well when using weighting combination, {30, 12, 10}. The intuition 

behind this is as follows. Since <subtitle> and <bold> tend to appear frequently, imposing large 

weight on <subtitle> and <bold> can result in too much weight. Thus, by imposing large weight on 

<title> associated words and relatively small weight on <subtitle> and <bold> associated words, 

factor4 received good feedback. The results of using factor1 (only TF) and factor7 (TF + Meta tag 

+ distance weighting) visualization methods are as follows. 

 

  

 

Fig. 4-3. Factor7 vs Factor1 

 



 Here, we see that differences become visible by observing words, such as ‘measure’, 

‘document’, and ‘query’. Also, we see that indefinite word, such as ‘user’, is taken out.  

 We used the same experimental approach to test with Wikipedia, New York Times and 

Nature websites. In the graph below, we show the difference of using just TF, TF + Meta tag 

weighting, and TF + Meta tag + distance weighting.  

 

 
 

Fig. 4-4. Experiment on Wikipedia, NY Times, Nature 

 
 The above graph shows that performance tends to increase when both Meta tag and 

distance weighting are added to TF approach. However, the benefit of incorporating Meta tag 

weighting was not as large in non-Wikipedia sites. The reason seems to originate from the fact 

that other sites do not use ‘title’ attribute within <a> tag as much as Wikipedia does (cf. Fig 4.5). 

On the other hand, the benefit of distance weighting seems to be larger in non-Wikipedia sites, 

and this seems to stem from the fact that by its nature, New York Times and Nature provides 

important information in the beginning.  

 

 
 

Fig. 4-5. Usage of ‘title’ attribute of <a> tag in Wikipedia 
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