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Figure 1: Overview of Metaphorian, an interactive metaphor creation support tool powered by the large language model (LLM). 
The system enables writers to (a) search, (b) extend, and (c) revise extended metaphors in science. The LLM-based workfow 
powers each writing phase via prompt augmentation and chaining. 

ABSTRACT 
Science writers commonly use extended metaphors to communicate 
unfamiliar concepts in a more accessible way to a wider audience. 
However, creating metaphors for science writing is challenging 
even for professional writers; according to our formative study 
(n=6), fnding inspiration and extending metaphors with coherent 
structures were critical yet signifcantly challenging tasks for them. 
We contribute Metaphorian, a system that supports science writers 
with the creation of scientifc metaphors by facilitating the search, 
extension, and iterative revision of metaphors. Metaphorian uses 
a large language model-based workfow inspired by the heuristic 
rules revealed from a study with six professional writers. A user 
study (n=16) revealed that Metaphorian signifcantly enhances sat-
isfaction, confdence, and inspiration in metaphor writing without 
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decreasing writers’ sense of agency. We discuss design implications 
for creativity support for fgurative writing in science. 
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1 INTRODUCTION 
Science writers communicate complex scientifc topics in a more 
accessible way to the general public. This includes introducing the 
fundamentals of science to children, explaining advanced topics 
to college students, and broadcasting new research fndings in 
the news. In this regard, metaphors are efective tools in science 

115

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1145/3563657.3595996
https://doi.org/10.1145/3563657.3595996
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3563657.3595996&domain=pdf&date_stamp=2023-07-10


DIS ’23, July 10–14, 2023, Pitsburgh, PA, USA Kim et al. 

writers’ toolboxes because they explain unfamiliar topics in terms 
of familiar things. For example, a metaphor, ‘a cell is like a city’ 
can provide intuition for understanding what a cell is. However, 
because scientifc concepts are often complex, a simple metaphor 
is rarely enough to explain a concept. Instead, science writers use 
extended metaphors to explain multiple components of the cell by 
extending the same original metaphor of a city. For example: 

A cell is like a city. The nucleus is the city center, where 
important decisions are made. The mitochondria are 
the power plants, providing energy for the cell. The 
Golgi apparatus is the post ofce, which sorts and de-
livers molecules. The clysosomes are the garbage col-
lectors, breaking down and recycling old material. 

Writing extended metaphors is difcult because it requires fnd-
ing a familiar concept that can be extended in multiple ways to 
explain all the important aspects of a scientifc concept. The subject 
of the metaphor such as the cell is called tenor, and the vehicle 
(e.g., city) must be found by creative means. The writer has to then 
fnd sub-vehicles (e.g., city center, power plants, etc.) for each sub-
tenors (e.g., nucleus, mitochondria, etc.). This process is extremely 
challenging, as it requires fnding vehicles and sub-vehicles that 
have congruent underlying structures as the tenors and sub-tenors. 
Given that professional writers already fnd it challenging to cre-
ate a suitable simple metaphor [13, 76], the difculty of creating 
extended metaphors that contain several sub-metaphors with strict 
structural constraints can be hard to bear. 

The goal of this work is thus to facilitate the exploration and 
creation of extended metaphors to satisfy a desired structural con-
gruence. To achieve this, a formative study was conducted to under-
stand the practices and pain points of professional science writers 
while creating extended metaphors, as well as the desired quali-
ties of said metaphors. The study showed that metaphor creation 
workfows involve the gradual expansion and iterative revision of 
sub-metaphors. Writers had signifcant difculty brainstorming 
ideas without access to a pool of metaphor ideas and also fnding 
sub-vehicles that satisfed the structural congruence. 

To address their challenges, we support the creation of extended 
metaphors by leveraging a generative large language model (LLM). 
Generative LLMs, such as GPT-3, have been trained on terabytes 
of text and thus have the potential to ofer a rich pool of metaphor 
ideas and develop the underlying links among sub-metaphors, 
which makes them compelling alternatives to metaphor gener-
ation relying on static embedding (e.g., word2vec) [14, 15, 33] or 
a knowledge graph (e.g., ConceptNet) [35]. We conducted an ex-
ploratory study of LLM—from which we selected GPT-3 from other 
popular LLMs1—and explored the capability of GPT-3 in generating 
metaphors that meet professional writers’ requirements as well as 
derived heuristic rules that informed the prompt design to enhance 
the LLM to satisfy the writers’ requirements. A technical evaluation 
showed that our enhanced prompt design improves the originality 
(� < 0.05), metaphoricity (� < 0.005), and coherence (� < 0.05) of 
metaphors compared to the vanilla prompt design. 

1The set of “popular LLMs” was chosen from the pool of LLMs available in the mid-2022, 
which is when the exploratory study was done. 

Based on the fndings from the formative and LLM exploratory 
studies, we developed Metaphorian, an interactive system that en-
ables writers to search, extend, and iteratively revise metaphors. 
The system supports the stepwise development of metaphor ideas 
using the LLM’s prompt augmentation and chaining method (Fig. 1). 
Using Metaphorian, writers can explore the pool of metaphors as a 
source of inspiration. Metaphorian supports visual and semantic 
search by allowing writers to search for metaphors according to 
their originality, understandability, and thematic clusters. In addi-
tion, writers can iteratively expand and revise the metaphors as 
Metaphorian supports the further exploration of sub-metaphors 
while ensuring coherence among them. 

The efectiveness of Metaphorian was then demonstrated via 
an empirical user study (n=16). The user study results indicated 
that Metaphorian provided an inspirational and immersive writing 
experience for the participants, enabling them to fexibly explore 
and iterate on the sub-metaphors while ensuring coherence with 
the main theme. Based on these fndings, we discuss the design 
implications for building a creativity support tool by leveraging the 
LLM with human-AI co-creation. The main contributions of this 
work are thus: 

• Practices and challenges of science writers while creating 
extended metaphors, identifed from a formative study; 

• An exploration of LLM’s capacity, shortcomings, and aug-
mentation strategies to generate extended metaphors; 

• A dataset containing 600 extended metaphors consisting of 
4,255 simple metaphors in science with ratings for fuency, 
creativity, metaphoricity, scientifc precision, relevance, and 
coherence; 

• A design and implementation of a metaphor creation support 
tool, Metaphorian; 

• Results of an empirical user study demonstrating the efec-
tiveness of Metaphorian in creating scientifc metaphors. 

2 RELATED WORK 

2.1 Metaphors in Science Communication 
Metaphors are used extensively in science communication because 
they act as crucial devices for funneling abstract scientifc concepts 
to others. Science writers use metaphors to not only represent ab-
stract scientifc ideas in ways that are familiar to readers but also to 
give them names we can relate, to infuse life into them and aford 
a common language for seamless exchange of ideas [20]. While tra-
ditional literature on metaphors have focused on single metaphors, 
e.g., metaphors contained in a single sentence [75], researchers 
are beginning to examine extended metaphors [51], analyzing how 
they are processed diferently by listeners than single metaphors 
and how their roles can be identifed in various contexts [19, 60], 
such as writing [44, 68], marketing [32], teaching [20], and science 
communication [20, 78]. Extended metaphors are often found in 
science communication because even basic scientifc concepts build 
on layers of other scientifc sub-concepts. For example, if we de-
scribe hydrogen as ‘a chemical element with the atomic number 
1’, the concept of an atomic number may also need to be explained 
because science writing is written for the general public who have 
limited knowledge of scientifc terminology and concepts. Thus, it 
is common for science writing to extend new metaphors from a 
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metaphor used for the main concept to explain its sub-concepts (or 
related concepts). A carefully selected set of metaphors (extended 
metaphors) allow metaphors to complement “parts of the explana-
tion backgrounded by another metaphor” [20], making them a well 
suited and frequent pattern in science writing [20, 51]. However, 
despite their importance in science writing, no research investi-
gated ways to facilitate the creation of extended metaphors for 
science communication—a gap this research aims to address. 

2.2 Metaphor Generation 
Because metaphors are essential in a variety of contexts—such as 
rhetoric [54, 68], poetry [34, 35], science writing [36], and teach-
ing [20, 65], metaphor generation, along with metaphor identifca-
tion, has long been a topic of interest in the artifcial intelligence and 
natural language processing communities [35, 74]. Given a tenor 
and its attributes, some early work used probabilistic relationships 
between words to suggest candidate metaphors and produce simple 
“A is like B” expressions [10, 67]. Given a literal expression (e.g., 
“the party ended as soon as she left”), some researchers explored 
word embedding and seq-to-seq models to update verbs to trans-
form them into a metaphoric expression (e.g., “the party died as 
soon as she left”) [21, 64]. Using an open-source knowledge graph, 
Gero and Chilton [35] proposed an algorithm that calculated the 
semantic distance between vehicle features and a source word to 
fnd metaphorical connections between two words that users added 
to their system. Thesaurus Rex [72, 73], a web service, accepts two 
words (e.g., soccer & basketball) and returns shared category results 
such as sport and game. 

Overall, metaphor generation research has focused on construct-
ing a single metaphor (e.g., ‘A is like B’) as opposed to extended 
metaphors (e.g., ‘A is like B, C is like D’) [64]. This distinguishes our 
research from previous research on metaphor generation. Specif-
cally, our approach addresses challenges and demands specifc to 
the generation of extended metaphors, which have yet to be studied 
extensively. Therefore, we contribute a frst step to understanding 
the constraints and challenges of creating extended metaphors as 
well as a comprehensive, annotated dataset of extended metaphors, 
which can serve as a dataset for training and testing in future re-
search (like other metaphor datasets that have served a similar 
purpose [63, 69, 70]). 

2.3 Large Language Models and Writing Support 
LLMs have made substantial progress in recent years and demon-
strated their efectiveness in a variety of tasks. Commercial services 
powered by LLMs now facilitate a range of tasks performed by copy-
writers [6], writers [9], and researchers [7]. They generate copy 
for copywriters, story ideas for writers, and summaries of papers 
for researchers conducting a literature review. A growing body of 
research has also explored a variety of writing-related applications. 
Goodman et al. [39] developed a mail writing system for adults with 
dyslexia that facilitated the process of writing emails by outlining 
the email’s content and subject line, suggesting phrases, and ofer-
ing rewriting features. Yuan et al. [84] designed Wordcraft, a text 
editor that enabled users to collaborate with generative language 
models while writing a short story. To provide inspiration to do-
main experts writing tweetorials, i.e., “short, technical explanations 

of around 500 words written on Twitter for a general audience”, 
Gero et al. [36] used a mid-sized language model, GPT-2, that was 
fne-tuned to generate specifc and diverse sentences. Although 
their system was also designed for science writers, our research 
focuses on the creation of extended metaphors and uses GPT-3 and 
prompt design tailored to extended metaphor generation. 

Despite the rapid improvement of LLMs in understanding human 
instructions, prompt design can signifcantly afect the accuracy of 
the output on specifc tasks, causing it to vary from almost chance 
to near state-of-the-art [85]. Thus prompt engineering—i.e, fnding 
optimal prompt designs and strategies (e.g., chaining [77])—has 
been an important step in the process of inventing a workfow 
based on LLMs. Depending on the complexity of the task, prompts 
can be as simple as one sentence (e.g., “describe the concept of 
cell”) or can span multiple sentences and contain task descriptions, 
examples, idiomatic phrases (e.g., “TLDR” for a summary), and the 
format of the output text. For tasks that can be broken into sub-tasks, 
Wu et al. showed that the chaining of prompts to each sub-task 
can be an efective strategy [77]. As explained in later sections, our 
work extends these works by developing prompting strategies and 
designs for generating extended metaphors and demonstrating how 
they can be integrated into science writers’ workfow. 

When using content generated by LLMs, it is crucial that humans 
remain in the loop to ensure the accuracy and understandability 
of the generated content. As our formative study will show, this is 
particularly important for metaphors in science communication, as 
the goal of the metaphors is to help the general audience accurately 
and easily understand scientifc concepts. Therefore, the focus of 
this work is an interactive, human-in-the-loop system that enables 
writers to leverage LLMs to easily explore and create metaphors 
rather than improving LLMs’ abilities in generating metaphors. 

3 FORMATIVE STUDY 
To understand the workfow, challenges, and support needed to 
write scientifc metaphors, we conducted a formative study with 
six science writers (5 male, 1 female, F1-F6) recruited through the 
Upwork platform [4]. They had an average of 13 years (range: 4-25) 
of experience publishing scientifc articles for the general public 
in newsletters, online blogs, and magazines. Interviews were con-
ducted on Zoom, 90-minute long and semi-structured, and partici-
pants were given a $45 gift card as compensation. The interviews 
explored three themes: (1) the general writing process they used 
when creating metaphors, (2) the challenges they encountered, and 
(3) the support that they would like to have when writing scientifc 
metaphors. The complete questions are in Supplementary Materials. 

3.1 Analysis 
The audio recorded from the interviews was manually transcribed 
and analyzed following an iterative coding process [42]. One author 
created a codebook for all transcripts using an inductive approach 
and refned the codebook through discussions with another author 
who analyzed half of the transcripts. After reaching a consensus on 
the codebook, they coded two randomly selected transcripts. Co-
hen’s Kappa � = 0.76, found good agreement, with an average of 88% 
agreement between the two authors. They then resolved conficts 
and fnalized the codebook. Each of the authors then independently 
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coded the remaining interviews, met to discuss interpretations, and 
adjusted the coded data. 

3.2 Usage and Workfow of Scientifc Metaphors 
We report the fndings on the steps, challenges, and support that 
writers wish to have when creating metaphors. 

3.2.1 Making Scientific Concepts Accessible and Engaging. Inter-
viewees reported they used metaphors to make their writing un-
derstandable (i.e., making scientifc concept easy to understand), 
memorable, and engaging, which aligns with prior literature on 
general metaphor writing [25, 52]. Interviewees elaborated that the 
primary goal of using metaphors was to increase the comprehensi-
bility of complex and unfamiliar scientifc concepts. F1 elaborated 
that “I use metaphors for complex subjects where readers may not 
otherwise understand it.” 

3.2.2 Extensive Use of Extended Metaphors. While the notion of 
extended metaphors was not introduced to science writers during 
our study, all of them (6/6) stated that the metaphors they used in 
practice were mostly in an extended form that spanned multiple 
sentences or paragraphs and had multiple parallels to explain mul-
tiple concepts in a coherent narrative. F4 explained that he used a 
metaphor of a computer to explain the brain by mapping each com-
ponent in the computer to the parts of the brain. F1 mentioned that 
the extended metaphors can even bridge across the entire article, 
stating that “it [extended metaphor] is almost like webbing a spider 
web that connects diferent parts [of the article].” 

3.2.3 Interleaving Divergent and Convergent Thinking for Metaphor 
Creation. Based on the interviewees’ responses, we could observe 
that the metaphor creation employed an iterative process of diver-
gent and convergent thinking involving the following steps: (1) 
breaking down the main tenor into a set of sub-tenors (e.g., an atom 
consists of a nucleus and electrons); (2) identifying the properties 
of tenors (e.g., electrons orbit the nucleus of an atom); and (3) based 
on these properties, brainstorming vehicles that shared properties 
and structures with the tenors (e.g., planets spin around the sun). 
F4 said, “the structure of scientifc concepts should be parallel to that 
of metaphors. I mean, the two structures should be identical.” Creating 
extended metaphors was not a one-shot process, but rather one that 
involved incremental expansion. For example, interviewees frst 
came up with the main metaphor and gradually add sub-metaphors 
that were consistent with the main metaphor. 

3.3 Challenges and Desired Support for 
Creating Extended Metaphors 

The fndings also identifed the challenges that interviewees en-
countered while crafting metaphors as well as the desired support. 

3.3.1 Lack of Ideas and Inspiration. Like many other creative tasks, 
the main struggle for interviewees was coming up with new ideas. 
For their writing to be impressive and engaging, they sought out 
original metaphors, e.g., “worn-out metaphors just add noise to writ-
ing, having no impact as metaphors” (F6). Due to difculties fnd-
ing original ideas, interviewees often experienced writer’s block: 
“I tried everything on the list [of possible metaphors], but nothing 

worked” (F1). Some (4/6) mentioned that they referenced other writ-
ers’ metaphors for inspiration by looking at science articles and 
research talks, but scientifc metaphors were not easily accessible. 
F5 noted that “high quality extended metaphors are not publicly 
accessible. I sometimes encountered them during an academic confer-
ence, which means [they are] not searchable and available in usual 
time.” 

3.3.2 Tension Between Understandability and Scientific Precision. 
Although leveraging metaphors to make the scientifc concepts 
more understandable was a top priority, interviewees also found 
themselves wrestling with the need to champion scientifc precision. 
For example, they used simple metaphors to make scientifc con-
cepts easier to understand but realized that such simplicity could 
result in leaving out important properties of the original concept, 
thus compromising scientifc accuracy. 

3.3.3 Ensuring Coherence in Extended Metaphors. As creat-
ing extended metaphors involved incrementally extending sub-
metaphors, interviewees stated that metaphor creation was a cog-
nitively demanding process because all vehicles must be coherent 
with each other. For example, when trying to create a metaphor for 
a submarine volcano, F3 related the volcano to a monster and the 
volcanic gas to the monster’s breath. While continuing to write, he 
then sought out metaphors for hydrothermal vents that would re-
late to the already established metaphors; however, the established 
metaphor drastically reduced his explorable options. Interviewees 
said they would start over if they could not fnd a suitable vehicle 
for any one of the tenors to explain. 

3.3.4 Desired Support in Tools for Metaphor Creation. Intervie-
wees hoped to see a number of features that can support metaphor 
creation support, including semantic search, auto-completion of 
metaphors, and a search engine for metaphors. They also wanted 
to be able to flter their search results along dimensions, including 
(1) Theme: thematic groups that each metaphor was included in, 
(2) Distance: the semantic similarity between tenor and vehicle, 
(3) Difculty: the level of difculty of vehicles, (4) Property: the 
property of a scientifc concept that the metaphor focuses on, and 
(5) Originality: the novelty of the metaphors. 

3.4 Design Goals 
Based on the interview results, the following design goals (DGs) 
were derived to guide the design of Metaphorian: 

DG1. Enable semantic search for metaphors. Based on the 
formative study, science writers reference examples of metaphors 
for inspiration. They wanted to search for metaphors by the seman-
tic relation between the tenor and vehicle. The semantic relations 
included, for example, how similar the vehicle and the tenor are. 
The system should provide users with semantic fltering or catego-
rization for metaphor search. 

DG2. Support the creation of understandable and original 
metaphors. Science writers’ main concerns in metaphor creation 
were the understandability and originality of the metaphors. The 
system should be able to evaluate metaphors based on understand-
ability and originality and enable users to explore metaphors based 
on these criteria. 
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DG3. Enhance chained extension of extended metaphors. 
The formative study revealed that writers do not create extended 
metaphors in one go but gradually expand them. In other words, 
sub-metaphors are added one by one based on their structural 
congruence with already created metaphors. Our system should 
enable users to incrementally extend the metaphors. 

DG4. Enhance chained iterations of sub-metaphors. Accord-
ing to the formative study, writers consume a signifcant amount 
of time in iterating on sub-metaphor ideas, as even one invalid 
sub-metaphor can cause the whole metaphor to fail. Our system 
should allow users to explore and iteratively modify individual 
sub-metaphors when the initial candidate sub-metaphor is not apt. 

4 EXPLORATORY STUDY OF LLM 
The formative study informed the challenges science writers en-
counter and the support they need to write scientifc metaphors, 
therefore how we should design the system. Since we sought to 
rely on LLM to generate extended metaphors, it was important that 
we explore (1) whether the LLM is capable of generating metaphors 
that meet writers’ requirements and if it lacks, (2) how we can 
augment the LLM to generate metaphors that refect the writers’ 
requirements. To achieve these, we conducted an exploratory study 
to (1) compare the extended metaphors generated by the LLM with 
human-generated extended metaphors (Section 4.3) and (2) com-
pare the extended metaphors generated by the vanilla LLM, with 
those generated by the LLM with the augmentation strategies that 
we devised (Section 4.4). The Discussion section includes further 
discourse pertaining to current LLMs, such as ChatGPT and GPT-4. 

4.1 Model Selection 
The frst step when designing an LLM-based workfow is select-
ing a model. To determine which model would be appropriate for 
generating extended metaphors, we compared four representative 
transformers for text generation [41, 47, 71], i.e., RoBERTa [48], 
XLNet [80], GPT-2 [55], and GPT-3 (text-davinci-002) [18]. We com-
pared the metaphors generated by these models based on the met-
rics introduced by the literature, distance of domains between tenor 
and vehicle [11], coherence of vehicles [21, 83], and diversity of 
vehicles [27]. Human rating is needed for evaluating creative tasks 
like metaphor writing, but the quantitative evaluation was enough 
in the model selection stage due to huge gaps in performance be-
tween the models. The evaluation results showed that there was 
no diference in the distance of domains between tenor and vehicle 
across models, but GPT-3 showed signifcantly higher scores for 
the coherence of vehicles and the diversity of vehicles compared 
to other models. Especially given no validated extended metaphor 
dataset on which the models can be trained and the open-ended 
nature of creative writing tasks, the comparative study showed that 
GPT-3 had the highest potential without further engineering to gen-
erate extended metaphors that would meet writers’ requirements. 
Therefore, GPT-3 was selected as the NLP engine. The details of 
the study and hyperparameters are in Supplementary Materials. 

4.2 Participants 
Six science writers (5 male, 1 female, E1-E6) were recruited through 
Upwork [4], with an average of 5 years of experience publishing 

scientifc articles for the general public in newspapers, blogs, or 
magazines (range: 2-9). They were paid $170 for taking part in a 
5-hour study that was primarily conducted asynchronously, with 
the exception of a 30-minute introductory session. 

4.3 Is the LLM capable of generating metaphors 
that meet writers’ requirements? 

In this section, we sought to quantitatively measure the quality 
of extended metaphors generated by GPT-3 by comparing them 
with human-made metaphors. We gathered qualitative responses 
from professional writers regarding which of their requirements 
for extended metaphors are not met by the GPT-3. 

4.3.1 Constructing Datasets. To collect human-made metaphors as 
a baseline to which we can compare the LLM-generated metaphors, 
we asked participants to write extended metaphors for the given 
scientifc concepts, selected from six representative domains [2], 
i.e., Astronomy, Biology, Chemistry, Computer Science, Earth Sci-
ence, and Physics. We then considered three levels of difculty, 
i.e., elementary school, middle and high school, and college level. 
Each participant chose three domains they had expert knowledge in 
and had expressed confdence in metaphor writing and evaluation. 
To prepare a set of LLM-generated metaphors, we used a default 
setting (i.e., a 0-shot) to generate extended metaphors, for the same 
domains and difculty levels as the human-made ones. An example 
of prompt design is in Appendix. Since GPT-3 is non-deterministic 
(i.e., diferent outputs for the same input), we generated fve difer-
ent extended metaphors for each main tenor and selected the frst 
fve generation results to avoid cherry-picking the results. 

4.3.2 Evaluation Criteria and Procedure. Once we had both human-
made and LLM-generated metaphors, we asked the participants to 
score 18 metaphors (2 conditions * 3 domains * 3 difculty levels) 
with the order of the metaphors randomized. Ratings were collected 
on both the vehicle and the mapping. For example, in “an atom is 
like the solar system because it is composed of a central nucleus 
with small particles orbiting around it”, the solar system is the 
vehicle and the segment following the conjunction “because” was 
the mapping (i.e., “because it is composed of ... orbiting it”). 

To evaluate vehicles, we selected six criteria from the litera-
ture: originality [11, 27, 83], metaphoricity (i.e., literal vs metaphor-
ical, e.g., literal expression: an enzyme is a biological catalyst; 
metaphorical expression: an enzyme is a lock and key) [11, 27], 
relevance of sub-vehicles to main vehicle [21, 83], coherence of 
sub vehicles (i.e., sub-vehicles are coherently connected being in 
the same domain) [21, 83], willingness to adopt [45], and inspira-
tional efect [24, 57]. To evaluate mapping, fve criteria were used: 
fuency [11], scientifc precision, relatedness [27], willingness to 
adopt [45], and inspirational efect [24, 57]. The willingness to use 
and an inspirational efect was in binary scale and the rest of the 
evaluation criteria were on a scale of 1-5 (1: Very Poor, 5: Very 
Good). To control for the subjective nature of metaphor evalua-
tion [35, 37, 82], we assigned three participants to each metaphor 
and used the average of the three scores. After collecting partici-
pants’ ratings of the metaphors, we conducted 30-minute follow-up 
interviews to ask participants about (1) the defciencies and failure 
cases of the LLM-generated metaphors and (2) their requirements 
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for valid and inspirational metaphors to learn what is lacking in 
them. 

4.3.3 Results. In this section, we report the results for compari-
son between LLM-generated and human-made metaphors along 
with writers’ requirements for metaphors, not met by the LLM. 
Furthermore, we open-source the dataset2 developed from this 
study to facilitate this line of research, which contains 600 extended 
metaphors that amount to a total of 4,255 single metaphors with 
ratings (e.g., fuency, creativity, and metaphoricity). 

The results of comparing human−made and LLM−generated 
metaphors showed that for both vehicle and mapping, the LLM 
fell short of willingness to use and inspirational efect compared to 
human-made ones (Table 1). For other evaluation criteria (e.g., orig-
inality, coherence), we ran an unpaired two sample Mann Whitney 
U test, a nonparametric test for the unpaired data to investigate 
diferences between conditions. Humans created signifcantly more 
original (� = 1404.0, � < 0.005, Mℎ���� = 4.0, SDℎ���� = 1.24, 
M��� = 3.0, SD��� = 0.92) and metaphorical (� = 1800.0, � < 
0.0001, Mℎ���� = 4.0, SDℎ���� = 0.71, M��� = 3.0, SD��� = 0.77) 
metaphors than the LLM-generated metaphors. The sub-vehicles of 
the humans were also more relevant to the main vehicle (� = 1494.0, 
� < 0.0001, Mℎ���� = 4.0, SDℎ���� = 0.91, M��� = 3.0, SD��� = 
0.66) and there were no signifcant diferences in coherence (� 
= 1233.0, � < 0.0001, Mℎ���� = 3.0, SDℎ���� = 1.23, M��� = 3.0, 
SD��� = 0.68). There were no signifcant diferences in fuency (� = 
1089.0, � > 0.05, Mℎ���� = 4.0, SDℎ���� = 0.98, M��� = 4.0, SD��� 
= 0.79) and scientifc precision (� = 1251.0, � > 0.05, Mℎ���� = 3.0, 
SDℎ���� = 1.03, M��� = 3.0, SD��� = 0.73) , but the LLM showed 
a slightly higher score for fuency. The human-made metaphors 
showed a higher relatedness (� = 1323.0, � < 0.05, Mℎ���� = 4.0, 
SDℎ���� = 1.08, M��� = 3.0, SD��� = 0.76). 

The follow-up interview results explained this huge gap between 
the LLM-generated and human-made metaphors. We identifed fve 
types of writers’ requirements that were not met by the LLM. The 
writers’ observations on the LLM’s failure cases are summarized in 
Table 2 with quotations from the participants. 

4.4 How can we augment the LLM to generate 
metaphors that refect the writers’ 
requirements? 

Having identifed the requirements (Table 2) for efective extended 
metaphors, we sought to augment the LLM to generate metaphors 
with fewer failure cases. Given the lack of a ground-truth dataset 
of high-quality extended metaphors and the lack of public access to 
the embedding space of GPT-3, it is technically infeasible for us to 
improve GPT-3 itself or employ common automated prompt gener-
ation techniques such as discrete (e.g., prompt mining [43] prompt 
scoring [29]) and continuous (e.g., prompting in the embedding 
space [46]) prompting. On the other hand, since GPT-3 is known 
for few-short learning and prior work has demonstrated the promise 
of simplifying the generation tasks with prompt chaining [77], we 
employed (1) few-short learning (10-shot) and (2) prompt design 
to improve the quality of generated metaphors. We conducted a 

2https://github.com/ucsd-creativitylab/metaphor_dataset 

comparison study to evaluate the efcacy of the augmentation 
strategies against the default setting of GPT-3. 

4.4.1 Augmentation Strategies. To improve the LLM’s metaphor 
generation, we used two prompt designs: (1) 10-shot, where the 
best metaphors by the ten professional writers (the metaphors 
that received the highest total score across the evaluation criteria) 
were used as the examples; (2) 10-shot with augmented prompt 
design, 10-shot condition augmented by chaining prompts [77] 
and concatenating requirements to the prompt. The basic format of 
prompts was constructed based on the principles of prompt design 
for GPT-3 [58, 77] and observation on variations of prompts (e.g., 
paraphrasing, instructional style of questioning style). The details 
are in Supplementary Materials. Below we further explain the two 
augmentation strategies for 10-shot with augmented prompt design. 

Prompt Chaining for Stepwise Metaphor Generation. The 
frst method we used was prompt chaining, which is defned as 
the process of breaking up complex tasks into manageable steps, 
with each step being completed by an independent run of an LLM, 
and where the output of one or more steps is used as input for 
the next [77]. For example, Fig. 2 (a) and (c) illustrate this: Main 
Vehicle is generated from Main Vehicle Generation (Fig. 2a), it is 
then inputted into Sub Vehicle Generation (Fig. 2c) where it uses 
Main Vehicle to generate Sub Vehicle relevant and coherent to the 
main metaphor. An example of prompt design is in Appendix. As 
shown in Table 3, we can use a single prompt that includes multi-
ple sub-tasks without prompt chaining. However, several factors 
motivated using prompt chaining. First, as shown by the output in 
Table 3, the reasons for each sub-metaphor (i.e., solar system - giant 
family, sun - father, planets - children, asteroids - cousins, comets 
- uncles) is not provided. Instead, only one reason—i.e., ‘They all 
orbit around the sun ...’—is provided. Furthermore, without prompt 
chaining, the length of the prompt drastically increases in few-shot 
settings, and the LLM’s inference time became too long to support 
real-time interactions in our system (Section 5). Thus, considering 
the performance and time efciency of the LLM, the task was de-
composed into four sub-tasks, i.e., generation of the main vehicle, 
main mapping, sub-vehicle, and sub-mapping (Fig. 2) to apply the 
prompt chaining. 

Requirement Concatenation for Targeted Metaphor Gen-
eration. The second augmentation was adding the writer’s require-
ments to the prompt. By adding the set of heuristic rules to the 
prompt, we sought to guide the LLM to generate metaphors that 
meet these requirements. As shown in Table 4, these rules, in the 
format of natural language text, were appended to the prompts. 

4.4.2 Evaluation Setup. After generating metaphors using the dif-
ferent conditions, 0-shot, 10-shot, and 10-shot with augmented 
prompts, the same six professional writers rated a total of 810 
metaphors (5 repetitive generations * 3 domains * 3 difculty levels 
* 3 conditions * 6 writers). Like the previous evaluation session, 
willingness to use and inspirational efect were on the binary scale 
and the rest were on a scale of 1-5 (1: Very Poor, 5: Very Good). 

4.4.3 Results. This section reports how the metaphor generation 
with the LLM was improved through a few-shot learning and 
prompt augmentation. As shown in Table 5, 10-shot improved the 
willingness to use and inspirational efect from 0-shot by 2 times 
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Table 1: The results of professional writers’ ratings for LLM-generated and human-made metaphors. It shows the proportion of 
metaphors that are rated as willing-to-use and inspirational by the expert writers (# of metaphors = 54). For both vehicle and 
mapping, the human-made metaphors surpassed the LLM-generated metaphors. 

Subject of 
Evaluation 

Condition 
Fraction of 

Willing-to-Use Metaphors 
Fraction of 

Inspirational Metaphors 

Vehicle 
LLM-Generated 
Human-Made 

0.23 
0.58 

0.10 
0.71 

Mapping 
LLM-Generated 
Human-Made 

0.31 
0.58 

0.15 
0.71 

Table 2: A list of writers’ requirements in creating extended metaphors in science, along with interview responses as the 
rationale for the requirements. 

Sub-task Requirements Rationale from Interview Responses 

Vehicle 
Generation 

(Distant Tenor and Vehicle) 
Vehicle should not be in 
the same domain as the tenor. 

- “When the scientifc concept and metaphor are too similar, for example, the 
metaphor of ‘the volcano is like a mountain’ does not add any information” (E5). 
- “If the domain of scientifc concept and metaphor is too close, it just becomes 
a literal expression, not a metaphor” (E6). 
Example: “the volcano is like a mountain” 

Vehicle 
Generation 

(Original Vehicles) 
Vehicles should be original and novel. 

- “Unoriginal metaphors (from the dataset) are no more than noises to the writing” (E1). 
Example: “the brain is like a computer” 

Sub-vehicle 
Generation 

(Coherent Sub-Vehicles) 
All vehicles should be in the 
same domain. 

- “To me, valid metaphors are the ones in which all the metaphors are in 
the same domain with high coherence” (E5). 
Example: “the sun is like a light bulb. The planets are like family. 
The moon is like a sibling.” 

Mapping 
Generation 

(Closely Connected Tenor and Vehicle) 
Every reason should closely 
connect the tenor and vehicles. 

- “When the link between the science concepts and metaphors are not clear, 
it was not helpful at all” (E5). 
Example: “the event horizon is like the teeth of a monster since it is the 
point beyond which even light cannot escape” 

Mapping 
Generation 

(Scientifcally Precise Mappings) 
Every reason should explain 
the tenor scientifcally precisely. 

- “To be valid metaphors, they should explain the science concepts accurately 
and specifcally” (E2). 
- “The metaphor should provide an overview of the scientifc concept” (E4). 
Example: “volcanoes are like the pieces of the puzzle being taken apart 
because they are the force that pulls the plates apart.” 
Reason:“when the plates pull apart, magma efuses through the gap and the 
volcanoes may form. But the causal relationship is not accurate in this metaphor” (E2). 

Table 3: An example of a prompt where multiple sub-tasks are described in one single prompt (as opposed to chains of multiple 
instructions). The inaccuracy of the output for the second instruction (“Write reasons...”) motivated the prompt chaining. 

Prompt Output 

“Write an extended metaphor in science for the “The solar system is like a giant family. The sun is the father, 
main concept, solar system and sub-concepts, the planets are the children, the asteroids are the cousins, the 
the sun, planets, asteroid, and comets. Write comets are the uncles. They all orbit around the sun and have 
reasons for the metaphors.” their own individual roles to play.” 

and 1.2 times, respectively. For mapping, there was no noticeable 
diference across conditions. We ran a Friedman test with a Ne-
menyi post-hoc test, a nonparametric test for three or more groups 
in which the same subjects show up in each group as one rater 
scored metaphors from the three conditions to investigate the sta-
tistical diference between conditions. We could observe signifcant 

diferences between the three conditions except for scientifc preci-
sion (�2(2) = 2.77, � > 0.05) - originality (�2(2) = 31.47, � < 0.0001), 
metaphoricity (�2(2) = 14.37, � < 0.001), relevance to main metaphor 
(�2(2) = 36.25, � < 0.0001), coherence of sub-metaphors (�2(2) = 
48.51, � < 0.0001), fuency (�2(2) = 9.80, � < 0.01). This result aligns 
with literature that demonstrated that quality examples improve 
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Figure 2: A structure of prompt chaining for extended metaphor generation consisted of four sub-tasks: (a) Main Vehicle 
Generation: generated the main vehicle based on the main tenor, (b) Main Mapping Generation: generated the main mapping 
based on the main tenor and vehicle, (c) Sub-Vehicle Generation: generated a sub-vehicle based on the main tenor, main vehicle, 
and sub-tenor, (d) Sub-Mapping Generation: generated a sub-mapping based on the main tenor, main vehicle, main mapping, 
and sub-vehicle. 

the LLM’s performance [18]. According to the post-hoc test, the 
10-shot setting brought signifcant improvements compared to the 
0-shot setting - originality (� < 0.05, M0−�ℎ�� = 3.0, SD0−�ℎ�� = 
1.24, M10−�ℎ�� = 3.0, SD10−�ℎ�� = 1.31), metaphoricity (� < 0.05, 
M0−�ℎ�� = 3.0, SD0−�ℎ�� = 1.55, M10−�ℎ�� = 4.0, SD10−�ℎ�� = 1.44), 
relevance to main metaphor (� < 0.001, M0−�ℎ�� = 3.0, SD0−�ℎ�� = 
1.37, M10−�ℎ�� = 4.0, SD10−�ℎ�� = 1.31), coherence of sub-metaphors 
(� < 0.05, M0−�ℎ�� = 2.0, SD0−�ℎ�� = 1.44, M10−�ℎ�� = 3.0, SD10−�ℎ�� 
= 1.37), fuency (� < 0.01, M0−�ℎ�� = 4.0, SD0−�ℎ�� = 1.45, M10−�ℎ�� = 
4.0, SD10−�ℎ�� = 1.31), relatedness (� < 0.05, M0−�ℎ�� = 3.0, SD0−�ℎ�� 
= 1.49, M10−�ℎ�� = 4.0, SD10−�ℎ�� = 1.29). On the other hand, an 
augmentation of prompt design by appending the writers’ require-
ments (Table 2) signifcantly improved the metaphors’ originality 
(� < 0.05, M10−�ℎ�� = 3.0, SD10−�ℎ�� = 1.31, M10−�ℎ�� −��� = 3.0, 
SD10−�ℎ�� −��� = 1.37), metaphoricity (� < 0.005, M10−�ℎ�� = 3.0, 
SD10−�ℎ�� = 1.44, M10−�ℎ�� −��� = 4.0, SD10−�ℎ�� −��� = 1.43), co-
herence of sub metaphorical concepts (� < 0.05, M10−�ℎ�� = 3.0, 
SD10−�ℎ�� = 1.37, M10−�ℎ�� −��� = 4.0, SD10−�ℎ�� −��� = 1.42) com-
pared to the 10-shot setting without prompt augmentation. 

The analysis results also aligned with the participants’ responses 
from the follow−up interview. For example, E5 compared the 
metaphors for the ecosystem: “this one [10−shot setting] says ecosys-
tem is like a machine and biotic components are like gears of a ma-
chine, and it [10−shot augmented] says biotic components are like 
the workers that make the ecosystem active and function. I think 
the worker metaphor is more precise.” E2 mentioned the originality 
of metaphors comparing two conditions. For superstring theory, 
10−shot only generated superstring theory like ‘a web’ whereas 

the 10-shot augmentation condition provides more novel vehicles 
such as ‘tapestry’ and ‘music’ according to E2. 

4.5 Takeaway 
Through the explorative study of LLM, we sought to explore if the 
LLM is capable of creating metaphors that meet writers’ require-
ments and fnd ways to improve the LLM to generate metaphors 
that refect the writers’ requirements. The results showed that the 
current LLM falls short of human writers in metaphor writing, and, 
in particular, we identifed the LLM’s fve failure patterns that do 
not meet the writers’ requirements (Table 2). Informed by the LLM’s 
failure cases and writers’ requirements, we enhanced the LLM’s 
metaphor generation via few-shot learning, prompt augmentation 
and chaining. The improved LLM (willingness to use: 43%, inspira-
tional efect: 47%) reached closer to the level of metaphors written 
by human writers (willingness to use: 58%, inspirational efect: 71%), 
compared to the vanilla prompt design (willingness to use: 23%, 
inspirational efect: 26%). 

5 METAPHORIAN 
Based on the formative and analysis study, an interactive metaphor 
creation support tool, Metaphorian was designed and implemented 
based on the GPT-3 model improved with 10-shot learning and 
prompt, which showed the strongest performance. The Metapho-
rian interface has two main areas: a Text Editor (Fig. 3a) where users 
can author an article and a Metaphor Creation Support area where 
users can search, extend, and iteratively modify metaphors (Fig. 3b). 
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Table 4: An example of an augmented prompt design using the heuristic rules revealed from the exploratory study of LLM. The 
writers’ requirements for each stage were concatenated in the prompt. 

Sub-task Prompt with Concatenation of Requirements 

Write a metaphor for the {main tenor}, which covers all the requirements. 
Requirements: Main Vehicle Vehicle should not be in the same domain as the {tenor}. Generation Vehicles should be original and novel. 
Metaphor: The {main tenor} is like 

Write reasons for the metaphor, which covers all the requirements. 
Requirements: 

Main Mapping Every reason should closely connect the {tenor} and vehicles. 
Generation Every reason should explain the {tenor} scientifcally precisely. 

Metaphor: {main tenor} is like the main vehicle. 
Reason: 

Sub-Vehicle 
Generation 

Given the main metaphor, write sub-metaphors for each sub-concept of 
the {main tenor}, which covers all the requirements. 
Requirements: 
Vehicle should not be in the same domain as the {tenor}. 
Vehicles should be original and novel. 
All vehicles should be in the same domain. 
Main metaphor: the {main tenor} is like the {main vehicle}. 
Sub-concepts of the {main tenor}: {sub-tenors} 
Sub-metaphors: 

Sub-Mapping 
Generation 

Given the main metaphor, reasons for main metaphor, and the sub-metaphors, 
write reasons for the sub-metaphors, which covers all the requirements. 
Requirements: 
Every reason should closely connect the {tenor} and vehicles. 
Every reason should explain the {tenor} scientifcally precisely. 
Main metaphor: the {main tenor} is like the {main vehicle}. 
Reasons for main metaphor: {main mapping}. 
Sub-metaphors: {sub-vehicles} 
Reasons for sub-metaphor: 

Table 5: The results of professional writers’ ratings for 0-shot setting, 10-shot setting, and 10-shot augmented conditions. It 
shows the proportion of metaphors that are rated as willing-to-use and inspirational by the expert writers (# of metaphors = 
810). For both vehicle and mapping, the human-made metaphors surpassed the LLM-generated metaphors. 

Subject of Fraction of Fraction of ConditionEvaluation Willing-to-Use Metaphors Inspirational Metaphors 

0-shot 0.23 0.26 
Vehicle 10-shot 0.40 0.32 

10-shot augmented 0.44 0.35 

0-shot 0.43 0.47 
Mapping 10-shot 0.49 0.47 

10-shot augmented 0.43 0.47 

To satisfy the design goals derived from the formative study (Sec- Support area: MetaphorMap, MetaphorFilter, MetaphorExtension, 
tion 3.4), there are four main features within the Metaphor Creation and MetaphorBranch. 
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Figure 3: The Metaphorian interface is divided into (a) the Text Editor, where users can write text and (b) the Metaphor Creation 
Support area, where users can search, extend, and iteratively modify metaphors. 

5.1 MetaphorMap - A Search Space for Ideas 
MetaphorMap enables users to semantically search for metaphors 
(Fig. 3; DG2). The node at the center of the map represents the 
tenor entered by the user (e.g., cell in Fig. 3). The nodes branching 
out from the tenor node are potential vehicles (e.g., city, machine). 
Two designs are used to highlight the semantic relations between 
metaphors: (1) clusters of potential vehicles and (2) the distance 
between the tenor and vehicle clusters. Vehicles are grouped ac-
cording to their semantic themes (e.g., network | city | community) 
(Fig. 3c). The numbers next to the themes (e.g., [8]) show the num-
ber of metaphor ideas included in each cluster. The spatial distance 
between the tenor node and clusters on the map represents the 
semantic distance between them. The farther they are from the 
tenor node, the more semantically distant the metaphors are. To 
group vehicles by semantic themes, hierarchical clustering [30] 
that is time-efcient and does not require several clusters was used. 
Keywords of the clusters (e.g., network | city | community) were 
implemented using the BERT embeddings [40]. The semantic simi-
larity between the tenor and vehicles was computed based on cosine 
similarity in BERT-based embedding space [56]. 

The search by properties function (Fig. 3d) allows users to specify 
the properties of the tenor they want to focus on. For example, if 
they query the property of the DNA (e.g., ‘DNA is passed down from 
parents to ofspring’), focusing on the action of ‘passing (something) 

down’, then the system generates metaphors that highlight this 
property, such as ‘DNA is like a recipe that is passed down from 
generation to generation.’ If users input the solar system and its sub-
concepts, the sun and planets, the system generates corresponding 
vehicles, such as family, parents, and children for each concept. 

5.2 MetaphorFilter - Finding Original & 
Understandable Metaphors 

MetaphorFilter supported the creation of understandable and origi-
nal metaphors (DG1; Fig. 3e). If users clicked on the understand-
ability button, the nodes of metaphor ideas would be color coded 
depending on the level of difculty, blue for the scientifc concepts 
that are easy to understand, white for neutral, and red for those that 
were comparatively hard to understand. To enable vehicle flter-
ing by understandability, we adopted a frequency measure [17, 66] 
that estimated the understandability of vehicles depending on their 
frequencies in a large corpus [49, 62]. 

If users clicked on the originality button, the nodes would be 
recolored depending on the degree of originality. The novel ones 
were color-coded blue, neutral white, and conventional (unoriginal) 
red. To support vehicle fltering by originality, the degree of novelty 
of the metaphors was estimated by counting the number of overlaps 
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between the LLM-generated metaphors with the existing ones from 
Metamia [5], an open database of metaphors to which anyone can 
upload metaphors. Although Metamia is not a validated dataset, it 
sufces to give an estimate of metaphors’ degrees of novelty. The 
thresholds are in Supplementary Materials. 

5.3 MetaphorExtension - Adding Vehicles 
MetaphorExtension supports the enhanced chained extension of 
extended metaphors (DG3; Fig. 4). After the initial exploration of 
metaphor ideas using MetaphorMap, the system generates map-
pings (Fig. 4a) that explain the reasons for the metaphors that were 
chosen by users. If users chose multiple metaphor ideas, they would 
be displayed as multiple branches in the tree-structure diagram 
(Fig. 4b). Meanwhile, users can expand the metaphors by adding a 
new sub-tenor (Fig. 4c). The system then suggests the sub-vehicles 
that correspond to the new sub-tenor (Fig. 4d), in consideration of 
the relations to the already generated metaphors. 

To generate a sub-vehicle that corresponds to a new tenor added 
by users, we used a chained prompt that included the already gener-
ated vehicles. We instructed the LLM to generate a new sub-vehicle 
in consideration of the current vehicles (Fig. 2) with writers’ re-
quirements appended (Table 2). 

5.4 MetaphorBranch - Revising Sub-Vehicles 
MetaphorBranch enhances chained iterations of sub-metaphors 
(DG4; Fig. 5). Users can iteratively revise individual sub-metaphors 
by referencing alternative ideas for them. If users select a sub-
metaphor that they want to explore further (Fig. 5a), the system 
displays alternative sub-metaphor ideas as sub-branches in the 
tree-structure diagram (Fig. 5b). Meanwhile, if they click a magic 
wand button, a recommended metaphor idea is displayed, which 
corresponds to the input concept and its sub-concepts. The rec-
ommendation picks the idea randomly, with no overlap with the 
already chosen ideas, through simple string comparison. 

To generate alternative metaphors for a sub-vehicle, we used 
the same prompt as the one used in MetaphorExtension. However, 
to avoid displaying the same metaphors, the prompt specifed (1) 
which vehicles were already generated and (2) that newly gener-
ated sub-vehicles should not overlap with existing ones, i.e., with 
“Existing vehicles: {main vehicle}, {sub vehicles} \n Requirements: 
The sub-metaphor should not be one of the existing vehicles” as 
the part of prompt. 

6 EVALUATING METAPHORIAN 
To test whether Metaphorian successfully supports science writers 
in creating extended metaphors, we conducted a user study with 
professional science writers to evaluate their writing experiences 
while using Metaphorian. It was designed as a controlled study 
with a within-subjects design where each participant compared 
the system to a baseline interface. To maintain uniformity in the 
appearance and feel of both interfaces, the baseline used the same 
interface design as our system, except that the Metaphor Creation 
Support area on the right was replaced with a Google search engine 
(Fig. 6). There are several reasons we designed our baseline with 

the Google search engine. First, the professional writers in the 
formative study revealed that the search engine is the primary tool 
they rely on for inspiration. Also, there are no tools for us to directly 
compare in either the academic or commercial market that support 
the creation of extended metaphors in science writing (e.g., Gero et 
al.’s work [35] focuses on metaphor creation in poetry and does not 
support the extended form of the metaphor). Furthermore, other 
language models fall short of science metaphor creation even to 
be used as the baseline, as we investigated in Section 4.1. Similarly, 
the simple adoption of the large language model without layers of 
features we designed for Metaphorian is not capable of generating 
extended metaphors nor far from the writers’ current practice. 

In the user study, we sought to answer the following questions: 
• RQ1. How do writers use and beneft from MetaphorMap 
and MetaphorFilter when exploring metaphor ideas? 

• RQ2. How do writers use and beneft from MetaphorExten-
sion when expanding metaphors? 

• RQ3. How do writers use and beneft from MetaphorBranch 
when iterating sub-metaphor ideas? 

• RQ4. How does Metaphorian afect the creative writing 
experience of scientifc metaphors compared to the baseline? 

• RQ5. How does Metaphorian afect users’ sense of agency 
compared to the baseline interface? 

• RQ6. How do perceived qualities of metaphors created with 
Metaphorian compare to those created with the baseline? 

6.1 Participants and Procedure 
Sixteen science writers (11 male, 5 female; average age: 33, range: 24-
59; P1-P16) were recruited through Upwork [4]. All had published 
scientifc articles for the general public in newspapers, magazines, 
and online blogs. They had on average 8 years of experience (Std=4) 
as science writers. They received $30 for an hour-long study. 

The study was conducted through Zoom. They were given two 
writing tasks, (1) write a short paragraph explaining the given sci-
entifc concept to the general public and (2) write a short paragraph 
explaining a topic of their choosing to the general public. The given 
topic was either ‘cell’ or ‘DNA’ with associated sub-concepts. These 
two topics were chosen because they (1) have a similar difculty 
level (i.e., both are middle school level concepts [3, 8]) and (2) are 
likely to be familiar to every writer. The order of using the baseline 
and Metaphorian interfaces, in addition to that of the topics, was 
counterbalanced. Participants were encouraged to complete each 
task within 5-7 minutes but their time was not strictly limited. The 
study then concluded with a survey and exit interview. The survey 
consisted of questionnaires about participants’ perceived writing 
experiences, their satisfaction with the metaphors, their willingness 
to use the system, their cognitive load, and their sense of agency. 

6.2 Results 
On average, it took participants more time to complete the writing 
tasks using the baseline (Scale = minutes, Baseline: Mean = 6.3, Std 
= 2.5, Metaphorian: Mean = 4.9, Std = 2.7, t (statistics) = 2.69, p < 
0.05). Meanwhile, participants using Metaphorian submitted more 
content (Scale = number of words, Baseline: Mean = 82, Std = 36, 
Metaphorian: Mean = 105, Std = 60, t = 2.13, p < 0.05). In other 
words, participants wrote longer metaphors in a shorter time using 
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Figure 4: MetaphorExtension extends the metaphors: (a) Mapping: shows the reasons why a tenor is metaphorical for a vehicle, 
(b) Branch: in the diagram displays ideas chosen by users, (c) Sub-Tenor: can be added by users to extend the metaphor, (d) 
Sub-Vehicle: is generated, which corresponds to the sub-tenor, (e) button for adding the generated text into the Text Editor. 

Metaphorian than when using the baseline. The summary of survey 
results can be found in Appendix. 

6.2.1 RQ1. How do writers use and benefit from MetaphorMap and 
MetaphorFilter when exploring metaphor ideas? The survey data 
were analyzed using Wilcoxon signed-rank tests. The average rating 
on the question of whether it helps metaphor writing was 6.3/7 
for MetaphorMap and 5.8/7 for MetaphorFilter. The participants 
responded that MetaphorMap and MetaphorFilter allowed them to 
explore metaphors depending on the similarity between the tenor 
and vehicle (� = 1.5, � < 0.005) and themes of metaphors (� = 
1.0, � < 0.005), achieving DG1 (i.e., enabling the semantic search 
for metaphors). MetaphorFilter enabled participants to explore the 
metaphors depending on the properties of scientifc concepts (� 
= 10.0, � < 0.05) and create understandable metaphors (� = 14.0, � 
< 0.05). However, there was no indication (� = 17.0, � = 0.08) that 

it helped participants create original metaphors, thus, DG2 (i.e., 
support the creation of understandable and original metaphors) 
was only partially achieved. 

P7 commented “it provides a ready list for metaphor ideas, pro-
viding inspiration.” P10 said that Metaphorian was like a “thesaurus 
for [scientifc] metaphors” as “it’s like a metaphorical dictionary for 
science concepts.” Participants also highlighted that the originality 
flter “helps me add novelty to my writing to make it more compelling” 
(P8) and “gives your an idea about the credibility of the options that 
you are getting from the system” (P14). 

6.2.2 RQ2. How do writers use and benefit from Metaphorian’s 
MetaphorExtension in expanding the metaphors? The results demon-
strated that MetaphorExtension helped expand the metaphors (� = 
0.0, � < 0.0001) with an average rating on the helpfulness of 6.2/7, 
achieving DG3 (i.e., enhance the chained extension of extended 
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Figure 5: MetaphorBranch supports the iterative revision of metaphors: (a) Chosen Sub-Vehicle: is the sub-vehicle users choose 
to revise or ideate about, (b) Sub-Branch: displays candidate ideas to replace the chosen sub-vehicle. 

Figure 6: The baseline interface for the user study: (a) the Text Editor and (b) the Google search engine area, where users were 
free to search anything they want. 

metaphors). Participants liked that the sub-metaphors generated by (P13). P18 liked how sub-metaphors were connected: “it allowed me 
the system were coherent with the main metaphor, i.e., “it’s some- a step-by-step (metaphor creation) of the basic concept as well as the 
times hard to relate sub-metaphors to the main one, but the system sub-concepts, and all of them were linked. It was like a logical map 
helped with extending metaphors while sticking to a single theme” where everything fts together.” 
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6.2.3 RQ3. How do writers use and benefit from MetaphorBranch in 
iterating sub-metaphor ideas? Participants indicated that Metaphor-
Branch supported them in modifying sub-metaphors (� = 0.0, � < 
0.0001) with an average rating on the helpfulness of 6.2/7, achiev-
ing DG4 (e.g., enhance chained iterations of sub-metaphors). They 
had positive feedback for the MetaphorBranch. P5 highlighted that 
the revision process is a key step for writers. P7 stated that “it 
[MetaphorBranch] was benefcial from an editorial point of view to 
generate more compelling metaphors.” P1 said that the suggested 
sub-metaphors were sometimes scientifcally inaccurate. 

6.2.4 RQ4. How does Metaphorian afect the creative writing expe-
rience of scientific metaphors compared to the baseline interface? 
How the systems supported or did not support, creative writing 
experiences were analyzed from two aspects, i.e., perceived writing 
experiences and creativity support. 

Perceived Writing Experience. When using Metaphorian, par-
ticipants were satisfed (� = 13.0, � < 0.05) and confdent with the 
originality (� = 17.5, � < 0.05) of their metaphors. There were no 
diferences in if the metaphor integrated into their writing (� = 
15.0, � = 0.057) or confdence when creating scientifcally accurate 
metaphors (� = 16.0, � = 0.069). Like the formative study results, 
several participants mentioned the need for a balance between orig-
inality and scientifc precision, e.g., “I wanted to search some original 
metaphors (for the human heart), but common ones, like ‘the human 
heart is like the engine motor’ had more accurate explanations” (P8). 
They were also willing to use this system for their daily writing 
(� = 15.0, � < 0.01), e.g., “Let me know when you are selling it, so I 
can buy it” (P11) and “this system will be a game-changer for science 
writing. I hope it becomes publicly available soon” (P5). 

Based on the NASA-TLX, the participants reported a signifcantly 
lower frustration level (� = 7.0, � < 0.05) and temporal demand (� 
= 16.0, � < 0.05) when using our system compared to the baseline. 
We did not observe a signifcant diference in mental demand (� = 
25.5, � = 0.16) and efort (� = 30.5, � = 0.16). 

Creativity Support. Analyzing the submitted metaphors for 
the given topics (i.e., cell and DNA), the participants submitted 
12 unique vehicles using the baseline and 13 using Metaphorian, 
suggesting that the system did not lead them to adopt the same 
ideas and generated diverse metaphors. This could also be because 
the LLM returned diferent results every time and participants used 
their own input and selection strategies. In terms of the recom-
mendation acceptance rates, all participants adopted the metaphors 
suggested by Metaphorian. Seven out of 16 participants made minor 
revisions to the suggested metaphors, correcting grammatical er-
rors, while the rest of them made major revisions, such as rewriting 
sub-metaphors. The participants found the metaphor search results 
helped them get unstuck while writing (� = 11.5, � < 0.05), come 
up with new ideas (� = 9.0, � < 0.01), and inspired their writing (� 
= 11.0, � < 0.05). P6 said, “it gave me ideas I have never thought of.” 

The ratings for the creativity support index [23] showed that 
Metaphorian provided an immersive writing experience. Partici-
pants responded that while doing the activity, the system disap-
peared (� = 1.5, � < 0.05), they were absorbed in this activity (� 
= 6.0, � < 0.01), and became expressive and creative (� = 21.0, � < 
0.05). For instance, P11 said, “I fnd it hard to know I have to stop 
using this. I want to use it on a daily basis.” What they were able to 

produce was more worth the efort (� = 14.0, � < 0.05), and it was 
easy to explore many diferent ideas without tedious interaction (� 
= 15.0, � < 0.05). There was no signifcant diference in the perceived 
success for the given task (� = 25.5, � = 0.15). 

The metaphors the participants made demonstrated Metapho-
rian’s usefulness for various scientifc topics in addition to the cell 
and DNA. The custom topics chosen by the participants include 
fossils, chemical reactions, evolution, the digestive system, can-
cer, black hole, tooth, brain, and kidneys. P13 stated that, when 
using the baseline system, he struggled to make a metaphor for 
the animal, highlighting the difculty of creating a sub-metaphor 
that is consistent with the main one. She was not satisfed with 
her sub-metaphor, as it had a weak relation to the main metaphor: 
“the animal is like a city that contains all components to run normal 
functions, as the animal body contains diferent organs. Their heart 
is like the people in the city that make the city alive.” On the other 
hand, using the Metaphorian, he expressed the ease of extending 
the sub-metaphors. The metaphor he created using our system was, 
“the kidney is like a flter because it cleans the blood and removes 
waste products. The nephron is the functional unit of the kidney. It 
is responsible for the fltration, reabsorption, and secretion of wastes 
and ions. The nephron is like a sieve because it flters out wastes and 
ions from the blood. It demonstrates how the nephron can selectively 
reabsorb certain molecules while excreting others. The bowman’s cap-
sule is like a strainer of the flter because it helps to remove impurities 
from the water. The bowman’s capsule is also like a strainer of the 
flter because it helps to keep the water clean and clear.” Table 6 lists 
more instances of extended metaphors generated by Metaphorian 
and the fnal version submitted by participants. 

6.2.5 RQ5. How does Metaphorian afect the sense of agency com-
pared to the baseline interface? Participants indicated that they 
could understand why the metaphors were suggested to them (� = 
0.0, � < 0.005) more so than the baseline search engine results. How-
ever, there was no diference in terms of the sense of agency that 
they felt (i.e., questions: “I feel like - I’m the author of the metaphors 
(� = 62.0, � = 0.78), I’m in full control of creating metaphors (� = 24.5, 
� = 0.14), the metaphor is mine (� = 68.0, � = 1.0)” ). 

During the interviews, opinions on the sense of agency diverged. 
On one side, participants like P5 stated that “using the search engine 
[baseline], I could just reference them [metaphors] as they are, but 
with the system, I could add sub-concepts I wanted, and the search 
results are specifcally the ones I was looking for. So I felt like I’m the 
writer of them.” On the other side, P7 explained that it was easy 
to write metaphors without much efort, making it difcult to feel 
a sense of agency, highlighting the trade-of between a sense of 
ownership and easiness while writing. Meanwhile, several partic-
ipants explained that using this system was like a collaborative 
process, e.g., “I kept revising the sub-metaphors, and the creation 
process was very participatory” (P8). P9 stated that “[when using 
the system] I felt the writing process was collaborative. I didn’t feel 
like they [metaphors] are entirely mine, but I also contributed to it 
by selecting and revising it.” P12 suggested one way to improve 
the sense of agency: “I would use the concepts [vehicles], not the 
whole sentences. Using the whole sentences makes you feel like you 
are copying someone else.” At the same time, they commented that 
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Table 6: The Metaphorian-generated metaphors are the ones that are generated by our system and the participants’ fnal 
metaphors are the metaphors the participants came up with using the baseline interface. The main tenor and sub-tenors are 
tenors that are chosen by the participants. 

Main tenor 
Sub-tenor 

Metaphorian-Generated Metaphor Participants’ Final Metaphor 

kidney 
nephron, 
bowman’s 
capsule 

The kidney is like a flter because it cleans the blood and 
removes waste products. The nephron is the functional 
unit of the kidney. It is responsible for the fltration, reab-
sorption, and secretion of wastes and ions. The nephron is 
like a sieve because it flters out wastes and ions from the 
blood. The sieve analogy is also useful because it demon-
strates how the nphron can selectively reabsorb certain 
molecules while excreting others. The bowman’s capsule 
is like a strainer of the flter because it helps to remove 
impurities from the water. The bowman’s capsule is also 
like a strainer of the flter because it helps to keep the 
water clean and clear. 

The kidney is like a flter because it cleans the blood and 
removes waste products. The nephron is the functional 
unit of the kidney. It is responsible for the fltration, reab-
sorption, and secretion of wastes and ions. The nephron is 
like a sieve because it flters out wastes and ions from the 
blood. It demonstrates how the nephron can selectively 
reabsorb certain molecules while excreting others. The 
bowman’s capsule is like a strainer of the flter because it 
helps to remove impurities from the water. The bowman’s 
capsule is also like a strainer of the flter because it helps 
to keep the water clean and clear. 

brain 
spinal cord, 
nerve 

The brain is like a computer because it is able to process 
large amounts of information quickly and efciently. Like 
a computer, the brain is able to store large amounts of 
information in its memory. Additionally, the brain is able 
to retrieve information from its memory when needed. ... 
The spinal cord is like the hardware of a computer because 
it is the main highway for communication between the 
brain and the rest of the body. The spinal cord is protected 
by the bones of the spine, just as the hardware of a com-
puter is protected by its casing. The nerves are responsible 
for transmitting information between the brain and the 
rest of the body. Just as the internet helps to transmit in-
formation between diferent computers, the nerves play a 
similar role in the body. 

The brain is like a computer because it can process large 
amounts of information quickly and efciently. Like a 
computer, the brain is able to store large amounts of 
information in its memory. ... The spinal cord is like the 
hardware of a computer because it is the main highway for 
communication between the brain and the rest of the body. 
The spinal cord is protected by the bones of the spine, just 
as the hardware of a computer is protected by its casing. 
The nerves are like the internet as they are responsible 
for transmitting information between the brain and the 
rest of the body, just as the internet helps to transmit 
information between diferent computers 

evolution 
mutation, 
challenge 

The evolution is like a game because it is a competition 
in which players try to outdo each other. The mutation is 
like a levels of the game because it is a change that occurs 
in the DNA of an organism that can be passed down to 
future generations. The mutation can be benefcial, neu-
tral, or harmful to the organism. ... The challenges of the 
game, are like the phenotype of an organism because the 
phenotype is the physical and behavioral traits of an or-
ganism that are determined by its genes. The phenotype 
can be afected by the environment, but the genes are the 
ultimate determinant of the phenotype. 

Evolution is like a game because it is a competition in 
which players try to outdo each other. The mutation is 
like levels of the game because it is a change that occurs 
in an organism’s DNA that can be passed down to future 
generations. ... The ability to tackle the game’s challenges 
is like the phenotype of an organism because the pheno-
type is the physical and behavioral traits of an organism 
determined by its genes. 

they also could not feel a sense of agency while using the baseline 
as some of them used the metaphors in the search engine as is. 

6.2.6 RQ6. How do perceived qualities of metaphors created with 
Metaphorian compare to those created with the baseline? Our user 
study results revealed that study participants generally found the 
metaphors created with Metaphorian to be more understandable 
(5.9 vs 4.8 out of 7; � = -2.2, � < 0.05), original (5.4 vs 4.2 out of 
7; � = -1.7, � = 0.08), scientifcally accurate (5.6 vs 4.2 out of 7; 

� = -2.1, � < 0.05), and satisfactory (5.7 vs 4.7 out of 7; � = -2.3, 
� < 0.05). However, since self-reports are susceptible to bias, we 
conducted an evaluation study with other expert science writers to 
validate this. Since Metaphorian is primarily designed to facilitate 
the exploration and not necessarily replace the writing and edits 
by the science writers, our hypothesis was that when other science 
raters evaluate, we would not fnd signifcant diferences across 
Metaphorian and baseline conditions (although there were when 
comparing self-reports). 
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To have other science writers evaluate these metaphors, we ran-
domly selected one pair of metaphors (1 Metaphorian and 1 baseline) 
from each participant to create a set of 32 extended metaphors,3 

which comprised extended metaphors from 8 fxed topics & 8 cus-
tom topics from the baseline interface and 8 fxed topics & 8 custom 
topics from Metaphorian. Four science writers (1 male, 3 female; av-
erage age: 29, range: 22-34) with an average of 4.5 years of (Std=3.5) 
experience in publishing scientifc articles for the general public 
were recruited through Upwork [4] and were asked to rate the un-
derstandability, originality, scientifc accuracy, and overall quality 
of the 32 extended metaphors. The order of extended metaphors 
was randomized to minimize the order efect. They received $30 
for answering an hour long survey. 

Although our sample size is small and we should therefore in-
terpret this with caution, the Wilcoxon Signed-Rank Test did not 
yield signifcant diferences across conditions on four criteria. This 
was expected as writers in the user study all modifed metaphors 
created by Metaphorian based on their own preferences, resulting 
in extended metaphors of similar qualities. The discrepancies be-
tween the ratings reported by the participants themselves and the 
new group of evaluators can be due to the good-participant efect 
known in experiments that involve human subjects or that assis-
tance from LLMs may have an efect on participants’ assessment of 
the metaphors that they created. 

7 DISCUSSION 
In this work, we sought to support science writers in creating ex-
tended metaphors, which is a notoriously difcult task in that it 
requires the writers to search for concepts that are original and 
yet simultaneously conform to strict structural constraints. We 
leveraged LLMs to address this challenge as LLMs are capable of 
searching within a large idea space while following the guidance 
from the users via prompts. To our knowledge, no work has ex-
plored the potential of LLMs for supporting the creation of extended 
metaphors. Our work flls this gap by providing insight into the 
qualities science writers seek in extended metaphors, the interac-
tion techniques (such as the ability to search, extend, and iterate) 
that a system should support, and the prompt engineering tech-
niques we can use to generate desired extended metaphors. Below, 
we discuss various implications of this work and future directions. 

7.1 Implication of LLM-based Pipeline 
Our LLM-based pipeline consists of two techniques: prompt chain-
ing and requirement concatenation. Prompt chaining helped break 
down the task of creating extended metaphors into manageable 
steps, improved output, reduced latency, and allowed users to get 
involved in each step of the extended metaphor creation. Require-
ments in the prompt provided a guardrail, restraining the LLM 
from, e.g., generating scientifcally inaccurate metaphors. While 
the techniques themselves are not novel, the combination of these 
two techniques may be useful for tackling problems that require 
multiple steps and adherence to certain constraints. For example, 
designers often seek inspiration for product ideation; they search 
for products with set attributes (e.g., ‘can comfortably carry with 
one hand’); the specifc attributes here are the constraints in their 
3The dataset is included in our Supplementary Materials. 

search for products with such attributes (e.g., ‘cup’, ‘pencil’) [37]. 
The simplicity of our approach may allow it to be a widely applica-
ble technique for content generation in other domains. 

7.2 Implications Beyond Science Writing 
Our work focused on the use of extended metaphors in science writ-
ing, which can facilitate the explanation and communication of com-
plex scientifc concepts to the general public. Scientifc metaphors 
ofer a great learning opportunity, helping readers to easily under-
stand abstract science concepts [26] and remember information 
better [38]. Popular science writings in the form of science com-
munication books and videos can reach an audience in the size 
of millions and even billions [78]. Beyond science writing, many 
other literary genres of writing, such as poetry, novel, and allegory, 
depend heavily on extended metaphors [28, 75, 81], for which the 
Metaphorian system can be useful for. As discussed in the previous 
section, our approach can be applied to other types of writing, such 
as argumentative writing or narrative writing, in which the writ-
ings need to conform to domain-specifc constraints and practices. 
These identifed constraints can be embedded within prompts to 
guide generative models to produce content that fulflls the speci-
fed requirements. 

7.3 Improving LLMs for Real-Time Application 
LLMs [16] can be adapted to a wide range of downstream tasks, but 
they sometimes entail an under-constrained problem [53]; since 
they are not trained for a specifc task, they sometimes return too 
general outputs. That is because they are not given enough con-
straints to tailor their learning to the target tasks. According to 
the results of the exploratory LLM study, the model’s improved 
performance via requirements concatenation implies that the under-
constrained problem can be alleviated by including tasks’ require-
ments as constraints in the prompt design, even for open-ended 
tasks like creative writing. 

On the other hand, the LLM’s inference time was impractically 
long to support real-time interactions in generating diverse ideas, 
reaching up to a minute for generating 20 vehicles. Meanwhile, the 
prompt chaining reduced the generation time to an acceptable level 
of fewer than fve seconds by splitting the task into several sub-tasks 
(e.g., vehicle generation, mapping generation) and then gradually 
revealing the results of each stage according to users’ selection (e.g., 
our system generates full-sentence metaphors only for the vehicles 
chosen by users). System designers should thus consider adopting 
prompt chaining for real-time applications powered by LLMs due 
to their time efciency, as well as the likelihood of it returning the 
correct output. 

7.4 Staying Up-to-Date with Language Models 
The study was carried out in September 2022, prior to the release of 
advanced language models such as OpenAI’s ChatGPT, GPT-4, and 
Google Bard. Therefore, the results of the study do not accurately 
refect the capabilities of the state-of-the-art language models. How-
ever, an informal evaluation of ChatGPT shows that although it 
exhibits improved writing quality, the metaphors generated still 
sufer from the issues highlighted in the study and fall short of 
human-generated ones. With the rapid advancement and frequent 
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updates of language models, such as ChatGPT being updated on 
a monthly basis, it becomes challenging to stay up-to-date with 
the latest models. As a result, rerunning the study was deemed 
impractical, as the results will very likely become outdated when 
presented to the audience. We encourage the audience to focus 
on our human-in-the-loop exploration approach, which can be ap-
plied to leverage large generative models in assisting tasks in other 
domains. In addition, despite these rapid advancements in LLMs, 
the value of our research remains intact. Specifcally, the current 
language models struggle with maintaining internal structure and 
consistency while generating content [31]. In contrast, our prompt 
chaining technique facilitates the creation of extended metaphors 
while preserving their congruent structure. 

7.5 Agency & Ownership in Co-Creation with AI 
Previous research on support for creative writing has indicated 
that the homogeneity of machine-generated output may result 
in restricted diversity and produce similar writing styles [22, 
59, 61]. However, Metaphorian addresses this issue through its 
MetaphorMap feature, which ofers a range of options, and its 
MetaphorExtension and MetaphorBranch features, which enable 
iterative modifcations. Our user study fndings confrm the efec-
tiveness of this approach, as all participants could generate unique 
and diverse extended metaphors for the same scientifc concepts, 
indicating that the Metaphorian approach successfully prevents 
homogeneity in writing. 

Although most participants agreed that the system provides an 
inspirational and immersive writing experience that supports the 
creation of original and understandable metaphors, their opinions 
on the ownership of the metaphors were split. Some participants 
felt a sense of agency as they could edit the suggested metaphor 
and decide what to include in the fnal piece. Others did not feel 
as if they were the author of the metaphors since the system sug-
gested the metaphors in a fuent and polished way and they often 
integrated them into their writing as is. Those participants also 
expressed concerns about plagiarism when copying and pasting 
the suggested metaphors into their writing. Plagiarism is one of 
the most signifcant challenges posed by using generative models 
as writing support [1, 50, 79]. MetaphorMap currently gauges the 
novelty of each metaphor by leveraging the available metaphor 
dataset. However, future research can delve deeper by providing 
references and context of the existing metaphors in the dataset, 
enabling users to steer clear of plagiarism. Others, on the other 
hand, perceived the writing process as a collaborative process with 
the system, where they could receive the assistance and guidance 
they needed. Thus, the system designers can consider the diverse 
cognitive models of writers when designing the writing support 
tool powered by generative LLMs. 

8 FUTURE WORK 
We present several potential avenues for future research. 

8.1 Studying Metaphorian in the Wild 
One limitation of our study is the user study setting, namely the 
small sample size and the writing task not representative of their 

real-world experience. Our user study was conducted in a con-
trolled setting, giving participants only 5-7 minutes to write a short 
paragraph, even though they likely write multiple paragraphs in a 
span of a few hours to a few days for their science articles. The fact 
that they are professional writers with many years of experience 
suggests that their assessments may not be far from what they 
reported, but since the amount of time they spent with the tool was 
limited, a longitudinal study would help reveal the full extent of 
Metaphorian’s usefulness. 

We recruited professional science writers for our user study be-
cause they can not only evaluate Metaphorian as potential users, 
but also provide insights into how readers might perceive the writ-
ing and extended metaphors generated by the tool. Given their 
extensive experience (average of 8 years) in publishing content for 
a general audience, they are well-suited to assess these aspects to a 
certain extent. However, given the limitations of this approach, it 
would be valuable to conduct a study with actual readers to explore 
questions such as whether they fnd articles written with Metapho-
rian (or LLM) more engaging than those written without it, and 
how they compare in terms of readability, accuracy, and writing 
time, among other factors 

8.2 Enhancing Human in the Loop 
While our prompt augmentation and chaining improved the quality 
of generated extended metaphors and user study demonstrated that 
Metaphorian successfully supports science writers with the cre-
ation of scientifc metaphors, it is worth noting that LLM-generated 
metaphors still underperformed human-made metaphors in our 
exploratory study of LLM. This aligns with the results of our user 
study. While most participants found metaphors in Metaphorian 
novel and inspirational, some found them unoriginal. Further, when 
asked whether they have any suggestions, several participants sug-
gested adding human-made metaphors into the database so that the 
metaphors generated by Metaphorian can be more novel. A related 
idea was embedding a mechanism that would allow Metaphorian 
to collect users’ novel metaphors. For instance, the interface can 
have an input feld for users to suggest metaphors if none of the 
generated metaphors are satisfactory. 

On the other hand, users’ control over the system and their activ-
ities is a key design consideration for human-AI collaboration [12] 
and creativity support tools [23]. Accordingly, future work can al-
low users to choose the level of AI involvement they wish to receive. 
For instance, a user can input both tenors and vehicles and ask AI 
to generate mappings that connect the tenors and input vehicles. 
They can also input partially complete extended metaphors and ask 
for assistance to complete the rest of the part. 

8.3 Ensuring Scientifc Accuracy in Metaphors 
In scientifc writing, scientifc truthfulness is crucial as the use of 
metaphors can dilute the accuracy of scientifc concepts by introduc-
ing secondary concepts (i.e., vehicles) to explain them. While this 
may not pose a signifcant issue for experienced science writers like 
Metaphorian’s target user group, who are able to discern whether 
metaphors contain unscientifc content, it is crucial that future 
writing support tools designed for novice writers or educational 
purposes take into account the potential pitfalls of metaphorical 
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language and exercise greater caution. With advances in research, 
we expect future writing support tools to be able to produce more 
scientifcally accurate content. 

9 CONCLUSION 
Metaphors are useful tools to science writers, as they convey com-
plex scientifc concepts in a relatable way. However, creating ex-
tended metaphors for science writing is challenging since it re-
quires writers to ideate novel vehicles with coherent structures. 
We explored LLMs’ ability in generating extended metaphors for 
science writing and found current LLMs do not produce extended 
metaphors that are up to professional writers’ standards in terms 
of originality, fuency, or metaphoricity. We proposed leveraging 
prompt chaining and augmentation to break down the generation 
tasks and embed the structural requirement of extended metaphors 
within the prompts to improve LLM’s ability in generating ex-
tended metaphors. Based on this LLM-based pipeline, we developed 
Metaphorian, a human-in-the-loop interactive system that supports 
the iterative search, extension, and revision of extended metaphors. 
The evaluation of Metaphorian using quantitative and qualita-
tive measures demonstrated the efectiveness of the system for 
metaphor writing support, where participants found Metaphorian 
enabled them to fexibly explore and iterate extended metaphors 
while ensuring the desired coherence and increasing their conf-
dence and inspiration in fgurative writing. 
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A APPENDIX 

Table 7: An example prompt design of prompt chaining in the 0-shot and 10-shot settings. The output of the LLM is used as a 
new input in the next run. In the 10-shot setting, professional writers’ quality examples are included as examples to guide the 
model. Note that “... <9 example vehicles> ...” and “... <9 example mappings> ...” are not part of the output. It indicates that 9 
example vehicles or mappings were placed there. They are not included in the table due to space constraints but can be found 
in Supplementary Material. 

Sub-task 0-shot 10-shot 

Main 
Vehicle 
Generation 

Write a metaphor for the {main tenor}. 

Metaphor: The {main tenor} is like 

Write a metaphor for the {main tenor}. 

Metaphor: The cell is like a city. 
··· <9 example vehicles> ··· 
Metaphor: The {main tenor} is like 

Main 
Write reasons for the metaphor. Write a metaphor for the {main tenor}. 

Mapping 
Generation 

Metaphor: {main tenor} is like the {main vehicle}. 
Reason: 

Metaphor: The cell is like a city. 
··· <9 example vehicles> ··· 
Metaphor: The {main tenor} is like 

Given the main metaphor, write sub-metaphors for each 
subconcept of the {main tenor}. 

Sub-
Vehicle 
Generation 

Given the {main metaphor}, write sub-metaphors for each 
subconcept of the {main tenor}. 

Main metaphor: the {main tenor} is like the {main vehicle}. 
Subconcepts of the {main tenor}: {sub-tenors} 
Sub-metaphors: 

Main metaphor: cell is like a city. 
Subconcepts of the cell: the membrane, the nucleus, the 
cytoplasm 
Sub-metaphors: 
The membrane is like the city walls. 
The nucleus is like the city center. 
The cytoplasm is like the city streets. 
··· <9 example vehicles> ··· 
Main metaphor: the {main tenor} is like the {main vehicle}. 
Subconcepts of the {main tenor}: sub-tenors 
Sub-metaphors: 

Given the main metaphor, reasons for main metaphor, and 
the sub-metaphors, write reasons for the sub-metaphors. 

Main metaphor: the {main tenor} is like the {main vehicle}. 
Reasons for main metaphor: {main mapping}. 
Sub-metaphors: {sub-vehicles} 
Reasons for sub-metaphor: 

Sub-
Mapping 
Generation 

Given the main metaphor, reasons for main metaphor, 
and the sub-metaphors, write reasons for the sub-metaphors. 

Main metaphor: cell is like a city. 
Reasons for main metaphor: cell is like a city in that 
it has a complex system of cells that work together to perform 
specifc functions. 
Sub-metaphors: 
The membrane is like the city walls. 
The nucleus is like the city center. 
The cytoplasm is like the city streets. 
Reasons for sub-metaphor: 
The membrane is like the city walls in that it 
protects the cell from 
outside invaders. 
The nucleus is like the city center in that it contains 
the cell’s DNA and controls the cell’s activities. 
The cytoplasm is like the city streets in that it contains 
the cell’s organelles and allows them to move around. 
··· <9 example mappings> ··· 
Main metaphor: the main tenor is like the {main vehicle}. 
Reasons for main metaphor: {main mapping}. 
Sub-metaphors: {sub-vehicles} 
Reasons for sub-metaphor: 
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Table 8: The survey results of the user study (n=16), along with the questions, p-values, and mappings to the research questions. 
The questionnaire consists of six main sections: design goals, inspiration, creativity support index, writing experience, sense of 
agency, and cognitive demand. (*: � < 0.05, **: � < 0.01, ***: � < 0.001, ****: � < 0.0001 ) 

Category Survey Question 
Median (Std) 

Baseline Metaphorian 
statistic value 

(z-score) p-value 

RQ1 
(DG1) 

Did it allow you to explore the metaphors depending on the 
similarity between the scientifc concept and the metaphor? 

3.0 
(2.1) 

6.5 
(0.8) 1.5 <0.01 ** 

RQ1 
(DG1) 

Did it allow you to explore the metaphors 
depending on the properties of the scientifc concept? 

4.0 
(2.0) 

6.5 
(1.1) 10.0 <0.01 ** 

RQ1 
(DG1) 

Did it allow you to explore the metaphors depending 
on the theme of the metaphors? 

3.0 
(2.0) 

7.0 
(0.8) 1.0 <0.05 * 

RQ1 
(DG2) Did it help create original metaphors? 4.0 

(1.8) 
5.5 
(1.5) 17.0 >0.05 

RQ1 
(DG2) Did it help create understandable metaphors? 5.5 

(1.7) 
6.0 
(1.3) 14.0 <0.05 * 

RQ2 
(DG3) Did it help you expand the extended metaphors? 3.0 

(1.6) 
7.0 
(0.9) 0.0 <0.0001 **** 

RQ3 
(DG4) Did it help you modify the extended sub-metaphors? 2.0 

(2.0) 
7.0 
(0.9) 0.0 <0.001 *** 

RQ4 
(Inpiration) 

The metaphor search results helped me get unstuck 
while writing. 

4.0 
(2.1) 

7.0 
(0.9) 11.5 <0.01 ** 

RQ4 
(Inpiration) The metaphor search results inspire my writing. 4.5 

(1.9) 
6.0 
(1.2) 11.0 <0.05 * 

RQ4 
(Inpiration) 

The metaphor search results helped me come up 
with new ideas. 

4.5 
(2.1) 

7.0 
(0.8) 9.0 <0.01 ** 

RQ4 
(CSI) 

While I was doing the activity, the system “disappeared,” 
and I was able to concentrate on the activity. 

4.0 
(1.7) 

5.0 
(1.8) 1.5 <0.05 * 

RQ4 
(CSI) 

I was very absorbed/engaged in this activity - I enjoyed it 
and would do it again. 

5.0 
(1.9) 

7.0 
(1.0) 6.0 <0.01 ** 

RQ4 
(CSI) 

I was able to be very expressive and creative while doing 
the activity. 

5.0 
(1.9) 

6.0 
(1.3) 21.0 <0.05 * 

RQ4 
(CSI) 

What I was able to produce was worth the efort 
required to produce it. 

4.0 
(1.6) 

6.0 
(1.3) 14.0 <0.05 * 

RQ4 
(CSI) 

It was easy for me to explore many diferent options 
and ideas without a tedious, repetitive interaction. 

3.5 
(2.2) 

7.0 
(1.6) 15.0 <0.05 * 

RQ4 
(CSI) 

How successful were you in accomplishing what 
you were asked to do? 

5.5 
(1.7) 

6.0 
(1.4) 25.5 >0.05 

RQ4 
(Writing Exp) 

I’m willing to use this system for metaphor creation for my 
article in practice. 

4.5 
(1.8) 

7.0 
(1.3) 15.0 <0.01 ** 

RQ4 
(Writing Exp) I’m satisfed with the metaphors I created. 5.0 

(1.6) 
6.0 
(1.6) 13.0 <0.05 * 

RQ4 
(Writing Exp) 

I feel confdent that the metaphors I created 
are coherent with the writing context. 

5.0 
(1.7) 

6.0 
(1.3) 15.0 >0.05 

RQ4 
(Writing Exp) 

I feel confdent that the metaphors I created 
are original. 

4.5 
(2.1) 

6.0 
(1.5) 17.5 <0.05 * 

RQ4 
(Writing Exp) 

I feel confdent that the metaphors I created are 
scientifcally accurate. 

5.0 
(1.7) 

6.0 
(1.1) 16.0 >0.05 

RQ5 
(Sense of Agency) I feel like I’m the author of the metaphors. 5.0 

(2.2) 
5.5 
(2.4) 62.0 >0.05 

RQ5 
(Sense of Agency) I feel like I’m in full control of creating metaphors. 4.5 

(2.2) 
5.5 
(1.8) 24.5 >0.05 

RQ5 
(Sense of Agency) 

I could understand why these metaphors were 
suggested to me. 

4.0 
(1.8) 

7.0 
(0.9) 0.0 <0.01 ** 

RQ5 
(Sense of Agency) I feel like the metaphor is mine. 4.5 

(2.1) 
5.0 
(2.2) 68.0 >0.05 
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